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Relationship of Computer Systems Researchers with Visualization

My paper “Kleio” at HPDC 2019.

High Performance Distributed Systems (Best Paper Nominees)

HPDC 19, June 22-29, 2019, Phoenix, AZ, USA

Pages Misplaced by History Page Scheduler across variable DRAM/NVM capacity ratios
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Figure 7: DRAM hit rate when an Oracle Page scheduler man-
ages the misplaced-by-History pages and the History page
scheduler manages the rest. Pages are ordered in descending
performance benefit. Clever management of even a small
percentage of these pages, can give most of the performance
benefits we would have by managing cleverly all pages.

t. This observation is crucial since it highlights that the

5.1 Page Selector

We first describe the page selector component in Kleio. Its design
is driven by the following observations regarding the importance
of correct page placement to application performance:

o There is only a certain subset of pages that needs more clever
data management, than what the existing history-based solutions
can provide. That subset is significantly small for limited DRAM
capacity.

Pages that need hine intelli based can be
ordered with respect to the performance impact of their place-
ment into the appropriate memory component. We define a
benefit metric that enables the page ordering, prioritizing pages
with high access counts and number of misplacements by the
History page scheduler.

Intelligent management of the pages following the aforemen-
tioned ordering does not correspond to linear performance im-
provement. In contrast, intelligent placement for only (a small)
part of them can bring most of the performance benefits we
would get by applying intelligent placement across all applica-
tion pages.

We define a ‘misplacement’ of a page by the History scheduler,
when at the start of a scheduling epoch, a page was supposed to be
allocated in DRAM, but it was not, because of wrong hotness pre-
diction. Figure 6 depicts the percentage of application pages, which

We make graphs for system and paper evaluation.
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We look at graphs to understand system behaviors.



My Relationship with Visualization

Topic: Machine Learning for -
Memory Management Systems* O\
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| visualized “memory access patterns” to explain system behaviors across application domains. Spent years staring at these images.
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The key insights of my systems designs came from visual observations!

My papers: “Cori” at IPDPS 2022 and “Coeus” at CCGrid 2022.

*Adding Machine Intelligence to Hybrid Memory Management. Thaleia Dimitra Doudali. PhD Dissertation, Georgia Tech, 2021.



Visualizing Data Access Patterns

Let’s create images for larger workloads.
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Challenge: limited 2D space to depict millions of data points.

) . . .
Let’s zoom-in until we see clear lines. Open Problems:
* Make 1image and then zoom in?
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Computer Vision + Machine Learning for Systems

Learning data access patterns. d

What can an image-based system pipeline look like?
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Future work building on: Adding Machine Intelligence to Hybrid Memory Management. Thaleia Dimitra Doudali. PhD Dissertation, Georgia Tech, 2021.



Pattern Recognition

After solving the visualization challenges described above..

..Can we build an “ImageNet”, a public image dataset of data access patterns?

stride

Can we create
something similar?
N
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Challenge: how to properly label data access patterns?




Pattern Prediction

As the workload is running, the Operating System (0OS) is “watching” a video of how the application accesses data.
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Rolling window across time for part of the memory footprint.

We can leverage machine learning methods for predicting the next frame of a video.

Open Problems:

Which one is “best”:
* CV + MLvs. ML vs. non ML.
* Accuracy, training times,
misprediction impact.

1 model for all, per app, per pattern?

Training intervals vs. OS operation.



Other Use Cases of Computer Vision in Operating Systems

Forecasting any type of time series data: e.g., server / cloud / application resource usage over time.
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In the financial domain learning
images lead to higher accuracy.

From OSDI ‘21 Keynote from J.P. Morgan Al labs.
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Learning raw values

Mondrian: Learning Decisions from Images

| Train ' ValS Crest

Mondrian performs at 95% accuracy and
94% precision on historical S&P 500 data

VS.

Value

Which one will be “better”?
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Learning images

Open Problems:
*  How many timesteps per image?
* Similar visualization and labeling

challenges as above.



Why Images?

Let’s rethink how we represent data for machine learning.

Creating images helps:

Reduces dimensionality to a 2D space (3D if color). ' A picture is worth 1000.. Features!

Captures spatial and temporal correlations.

Reduces input space and training times e.g., 10000 raw values vs. 10x10 image.

Leverage computer vision algorithms.

Will it be more effective than ML or non ML solutions? Let’s see!

Just the insight of observing those images is beneficial for how we design systems.



SysMLCV

Systems
+

Machine Learning
+

Computer Vision

| am proposing a new

intersection of research areas,

the SysMLCV.

Let’s work together!
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Scan my website



